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Abstract

Observational methods are fundamental to the study of human behavior in the behavioral sciences. For example, in the context of
research on intimate relationships, psychologists’ hypotheses are often empirically tested by video recording interactions of couples and
manually coding relevant behaviors using standardized coding systems. This coding process can be time-consuming, and the resulting
coded data may have a high degree of variability because of a number of factors (e.g., inter-evaluator differences). These challenges pro-
vide an opportunity to employ engineering methods to aid in automatically coding human behavioral data. In this work, we analyzed a
large corpus of married couples’ problem-solving interactions. Each spouse was manually coded with multiple session-level behavioral
observations (e.g., level of blame toward other spouse), and we used acoustic speech features to automatically classify extreme instances
for six selected codes (e.g., “low” vs. “high” blame). Specifically, we extracted prosodic, spectral, and voice quality features to capture
global acoustic properties for each spouse and trained gender-specific and gender-independent classifiers. The best overall automatic sys-
tem correctly classified 74.1% of the instances, an improvement of 3.95% absolute (5.63% relative) over our previously reported best
results. We compare performance for the various factors: across codes, gender, classifier type, and feature type.
� 2011 Elsevier B.V. All rights reserved.
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1. Introduction

In psychology and psychiatry, behavioral observation is
essential for diagnosis for children and adults, and it is also
a means for monitoring change during psychotherapy,
where both therapist and client engage in, and respond
to, continuous, albeit usually unsystematic, behavioral
observation. The importance of observable behavior for
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researchers and therapists is borne of the fact that behavior
is typically the best objective measure of psychologically
relevant phenomena available. Self-reports of even obvious
behaviors can be notoriously unreliable (O’Brien et al.,
1994).

Although most observation in psychological and psychi-
atric practice has been unsystematic, systematic observa-
tional research has been central to numerous intra- and
interpersonal psychological problem domains including
depression (Baucom et al., 2007), bi-polar disorder (Fred-
man et al., 2008), anxiety (Beck et al., 2006), schizophrenia
(Brüne et al., 2008), autism (Keen, 2005), alcoholism (Sho-
ham et al., 1998), domestic aggression (Margolin et al.,
2004), and marital distress (Heyman, 2001). In each of
these areas, observational research has identified behaviors
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exhibited by individuals who suffer from such problems
(and behaviors exhibited by family members and loved
ones of afflicted individuals) that are associated with
increased symptomatology and reoccurrence of disorders.

Behavioral observation has been used with considerable
success in the study and treatment of intimate relation-
ships. Current theory suggests, and recent empirical find-
ings validate (Karney and Bradbury, 1995; Gonzaga
et al., 2007), that spouses’ behavior is a central and defining
aspect of intimate relationships that links broad cultural
factors, longstanding life experiences, and current stressors
to the stability and quality of marital relationships.

However, the methods used in behavioral observation
do present some challenges. To test research hypotheses,
psychology and other fields in the behavioral sciences
oftentimes rely heavily upon observational coding of
audio-video data; for example, in family studies research,
psychologists use a variety of established coding standards
describing characterizations of specific behavior patterns of
interest that guide human annotation of data (Margolin
et al., 1998). This manual coding is a costly and challenging
process. First, a detailed coding manual must be designed,
which can be a complex iterative task (Kerig and Baucom,
2004).

After the creation of an appropriate coding manual,
multiple coders, each with his/her own biases and limita-
tions, must be trained in a consistent manner on held-out
but representative data. In some cases, coders must meet
a predetermined minimum level of agreement with a
“gold-standard” coder on training data before they can
code real data. To avoid coder drift, some coding protocols
require coders to be evaluated periodically and retrained if
necessary (Kerig and Baucom, 2004). In addition, for lon-
gitudinal studies lasting several years, it is usually only fea-
sible to have disjoint sets of coders, which adds another
source of variability to the resulting coded data.

The actual coding process can be mentally straining and
inefficient. Multiple coders oftentimes code the same data
to allow for the computation of both code reliability and
inter-rater reliability. Each coder observes the audio-video
data and marks relevant behavioral phenomena according
to the coding manual (e.g., in continuous time, in quan-
tized time intervals, at the session-level). The complexity
of the coding process determines the speed at which data
can be coded, with more complex protocols taking orders
of magnitude longer than real-time (e.g., Hops et al.,
1971). To prevent evaluator fatigue, coders are often lim-
ited to coding for short periods of time in one sitting. Over-
all, the coding process is limited by the inherent subjective
and qualitative nature of human descriptions of human
behavior.

Technology has the potential to aid in coding human
behavioral data. Computers are better suited to track
and quantify certain behavioral phenomena that may
be challenging, or even impossible, for humans to do.
For example, whereas a human observer might have a
qualitative idea of how a speaker’s pitch may be chang-
ing, engineering algorithms can estimate and track the
pitch of a speaker using quantitative methods at fine
temporal granularities. Pitch, and other low-level descrip-
tors (LLDs) of human behaviors (Schuller et al., 2007),
can be extracted using well-developed signal processing
methods, which in turn can be mapped to relevant
high-level human behavior via machine learning
algorithms.

Computer technology has the advantage of automati-
cally analyzing data in a consistent, repeatable manner.
In addition, computational algorithms can be incremen-
tally improved, benefiting from more data and improved
methodologies. Another obvious advantage of computer
technology is that it will not fatigue. Finally, whereas cur-
rent human behavioral methods are not scalable to coding
large amounts of data over long periods of time, computer
technology is highly scalable. Technology can also be mod-
ularized, with separate algorithms specializing in modeling
specific human behaviors, which could make the technol-
ogy adaptable from one domain of research to another dis-
tinct but overlapping domain.

Our aim in this work is to augment the observational
power of the researcher and therapist with novel computa-
tional tools and techniques. Specifically, we explore the
power of objective signal-based measures (speech-derived
audio cues), extracted during real marital discussions, in
predicting perceptual observations made by evaluators
trained on a manual human behavioral coding system.
Thus, our goal is to emulate human evaluators observing
human behavior.

This research is part of a growing field, behavioral signal
processing (BSP), aimed at better connecting the behav-
ioral sciences with signal processing methods. Traditional
signal processing research (e.g., speech recognition, face/
hand tracking) concentrated on modeling more objective
human behaviors (e.g., “what was spoken?”). BSP builds
upon traditional engineering tools and methods to model
more abstract human behaviors in realistic scenarios that
are especially relevant in psychology and related fields
(e.g., the question “is one spouse blaming the other?” in
marital therapy).

Significant work related to BSP has concentrated on
extracting human-centered information from audio-video
signals, including social cues (Vinciarelli et al., 2009), affect
and emotions (Lee and Narayanan, 2005; Grimm et al.,
2007; Schuller et al., 2009a; Yildirim et al., 2010), and
intent (Jurafsky et al., 2009). The increased push to analyze
realistic human interactions and naturalistic data (as
opposed to acted or artificially constrained data) is most
evident in the affective computing and emotion recognition
communities (Campbell, 2000; Douglas-Cowie et al., 2003,
2007; Devillers et al., 2005; Devillers and Campbell, 2011;
Burkhardt et al., 2009).

This paper builds upon some of our recent work in
applying the basic ideas of BSP using the Couple Therapy
corpus (Christensen et al., 2004), discussed in detail in
Section 2. This corpus consists of recordings of a husband
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and wife spontaneously discussing a problem in their rela-
tionship. Each spouse’s behavior was manually coded with
a number of session-level codes (e.g., level of blame
expressed, global positive affect). In (Black et al., 2010),
we showed that we could extract speech acoustic features
that separated spouses’ extreme behaviors significantly bet-
ter than chance for three of the six behavioral codes we
analyzed. In (Lee et al., 2010), we developed quantitative
methods to model prosodic entrainment behavior between
the spouses; couples rated as behaving more positive were
found to have statistically significantly higher levels of pro-
sodic entrainment compared to couples rated as being
more negative. In addition, the entrainment features were
able to discriminate positively rated interactions from neg-
atively rated ones.

This paper represents an extension of Black et al. (2010),
in which we analyze the same corpus. In this work, we
improved upon our speaker segmentation method, which
allowed us to analyze a larger percentage of the data in
the corpus. We also took greater care in normalizing fea-
ture streams to combat variable acoustic conditions and
speaker-dependencies. In addition, we experimented with
new acoustic feature types and new techniques to map
these features from the frame-level to the session-level.
Finally, we compared various machine learning techniques
to automatically predict the behavioral codes for the
spouses. These extensions produced an absolute improve-
ment of 3.95% in classifying the six behavioral codes, com-
pared to the best results reported in (Black et al., 2010).

Section 2 describes the Couple Therapy corpus, and Sec-
tion 3 provides a methodological overview. We explain
how we pre-processed the data in Section 4. Section 5 dis-
cusses the acoustic features we extracted to model the
spouses’ behavior, while Section 6 describes the learning
methods and algorithms used to predict the spouses’
behavioral codes. The results are presented and discussed
in Section 7, and the conclusions and intended future work
are provided in Section 8.

2. Couple Therapy corpus

The original study that produced the data we refer to as
the Couple Therapy corpus was a multi-year, multi-univer-
sity collaboration between researchers in the department of
psychology at the University of California, Los Angeles
and the University of Washington (Christensen et al.,
2004). The main purpose was to test the efficacy of integra-
tive behavioral couple therapy (IBCT, Christensen et al.,
1995) versus traditional behavioral couple therapy (e.g.,
Baucom et al., 1998) for treating severely and stably dis-
tressed couples who were not likely to benefit from other
forms of couple therapy. This study became the largest lon-
gitudinal, randomized control trial of psychotherapy for
severely and stably distressed couples and led to a number
of psychology publications (Christensen et al., 2004, 2006,
2010; Baucom et al., 2009). Based in large part on the
success of IBCT as documented in these publications,
IBCT is currently one of only four empirically supported
interventions for relationship distress.

One hundred and thirty-four seriously and chronically
distressed couples (all male-female pairs) were recruited
in Los Angeles, California (71 couples) and Seattle, Wash-
ington (63 couples) and randomly split between the two
couple therapy conditions. The recruitment inclusion crite-
ria included: the couples being legally married and living
together, both spouses speaking fluent English, being
between the ages of 18 and 65, and having at least a high
school education or its equivalent.

Recruited couples were married a mean of 10.0 years
(SD = 7.60) at the beginning of the study. The mean age
of the recruited wives was 41.6 years (SD = 8.59), and
the mean age of the husbands was 43.5 years
(SD = 8.74). The mean number of years of education was
17.0 for both the wives and husbands (SD = 3.23 for wives,
SD = 3.17 for husbands). The majority of the participants
were Caucasian (wives: 76.1%, husbands: 79.1%); other
well-represented ethnicities included African American
(wives: 8.2%, husbands: 6.7%), Asian or Pacific Islander
(wives: 4.5%, husbands: 6.0%), and Latina/Latino (wives:
5.2%, husbands: 5.2%).

Each couple received up to 26 sessions of therapy over
the course of one year. As part of the study, research staff
had couples select two current, serious relationship prob-
lems, one chosen by each partner, and then had them
engage in two dyadic discussions in which they were
instructed to try to understand and resolve these respective
relationship problems. There was no therapist or research
staff present during these sessions, and the couple inter-
acted for ten minutes about the wife’s chosen topic and
ten minutes about the husband’s chosen topic; these two
ten-minute sessions were considered separate and analyzed
separately.

The problem-solving interactions were recorded at three
points in time across the study: pre-therapy, the 26-week
assessment, and the two-year post-therapy assessment.
The audio-video data consist of a split-screen video
(704 � 480 pixels, 29.97 fps) and a single channel of far-
field audio recorded from the videocamera microphone
(16 kHz, 16-bit). Since the data were originally only
intended for manual coding, the recording conditions were
not ideal for automatic analysis; the video angles, micro-
phone placement, and background noise varied across cou-
ples and across sessions.

The audio-video recordings in the original study were
used to manually code each spouse with relevant high-level
behavioral information. Two separate rating systems
(“coding manuals”) were developed and used. Both were
designed for use by naı̈ve raters who were fluent in English
and have a layperson’s understanding of human interaction
(Sevier et al., 2008). The Social Support Interaction Rating
System (SSIRS) measured both the emotional content of
the interaction as well as the topic of conversation (Jones
and Christensen, 1998). It consisted of 19 questions
(“codes”) across four categories: affectivity, dominance/



Table 1
A list of the 32 codes in the two human behavioral coding systems: Social Support Interaction Rating System (SSIRS) and Couples Interaction Rating
System (CIRS).

Manual Codes

SSIRS Global positive affect, global negative affect, use of humor, sadness, anger/frustration, belligerence/domineering, contempt/disgust, tension/
anxiety, defensiveness, affection, satisfaction, solicits partner’s suggestions, instrumental support offered, emotional support offered,
submissive or dominant, topic a relationship issue, topic a personal issue, discussion about husband, discussion about wife

CIRS Acceptance of other, blame, responsibility for self, solicits partner’s perspective, states external origins, discussion, clearly defines problem,
offers solutions, negotiates, makes agreements, pressures for change, withdraws, avoidance

Table 2
Correlation between each of the six codes, as well as the correlation between spouses’ ratings and the inter-evaluator agreement for each of the codes.
Pearson’s correlation was the chosen metric.

Code Code correlation Spouse Agreement

acc bla pos neg sad Correlation

acc 0.647 0.751
bla �0.80 0.470 0.788
pos 0.67 �0.54 0.667 0.740
neg �0.77 0.72 �0.69 0.690 0.798
sad �0.18 0.19 �0.18 0.36 0.315 0.722
hum 0.33 �0.20 0.47 �0.29 �0.15 0.787 0.755
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submission, features of the interaction, and topic defini-
tion. The Couples Interaction Rating System (CIRS) con-
sisted of 13 codes and was specifically designed for
coding problem-solving discussions (Heavey et al., 2002).
All 32 codes had written guidelines and were on an integer
scale from 1 (“none/not at all”) to 9 (“a lot”). Table 1 lists
the 32 codes in the two coding manuals.

Multiple coders rated each session (one set of 32
codes for each spouse) after watching the video at most
two times. The number of coders per session ranged
from 2 to 12, with 91.1% of the sessions being rated
by 3 or 4 evaluators. Evaluator judgments were based
on observation of the entire interaction and were at
the session-level; no finer-grained codes were attained
(e.g., utterance-level, turn-level). Evaluators were told
to focus on one spouse (the “target spouse”) when
observing each interaction. They were encouraged to
use information in both verbal and nonverbal channels
when rating the spouse and to take into account both
the frequency and intensity of particular behaviors, as
well as the context in which they occur.

All coders were undergraduate students at the Univer-
sity of California, Los Angeles. They each underwent a
training period to give them a sense for what was typical
behavior and to help standardize the coding process. First,
the coders rated acted videos of couples that exemplified
low and high ratings of the codes. Then, coders compared
their ratings with those of expert psychologists and dis-
cussed the differences. Evaluators began coding the real
data once they demonstrated a reasonable level of reliabil-
ity with the expert’s ratings; inter-rater reliability varied
depending on the code, as exemplified in Table 2 and
explained in further detail in (Sevier et al., 2004). Typically
the training process took approximately 15 hours. Evalua-
tors continued to attend weekly two-hour training meetings
to prevent drift and to ensure high reliability (Sevier et al.,
2008). In total, 37 individual coders were trained across the
two coding systems. It should be noted that disjoint sets of
coders were used for the two coding manuals (a coder was
only trained to rate the SSIRS or the CIRS), but coders
rated couples across time periods.

As part of the original study, the sessions were manually
transcribed for the purpose of analyzing the language use
of each spouse (Atkins et al., 2005; Baucom et al., 2009;
Williams-Baucom et al., 2010). They used the IBM Via-
Voice speech transcription software, and the data took,
on average, three to six times real-time to transcribe. The
resulting word-level transcriptions were chronological,
with the speaker explicitly labeled for each word (husband
or wife). Nonverbal communication was marked in the
transcriptions (e.g., laugh, sigh, throat clear, long pause).
Spoken names and other proper nouns were de-identified
in the transcriptions for privacy reasons, and transcribers
also marked regions in which they could not understand
the speech; in total, 0.98 percent of the words were either
de-identified or unknown. In portions with overlapping
speech, transcribers attempted to separate out words from
each speaker, but regions of speech overlap were not
explicitly marked. No timing information was provided
in the transcriptions.

There are 574 ten-minute sessions with corresponding
transcriptions in the Couple Therapy corpus. Five of these
sessions were missing the codes from the two psychology
rating systems. This left 569 coded sessions, totaling
95.8 hours of data across 117 unique couples.

3. Methodology overview

The Couple Therapy corpus provides a unique opportu-
nity to test BSP methods/algorithms on data collected in an
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Fig. 1. Normalized histograms of the extreme code scores for the wife (top) and husband (bottom). The “low” scores are in the bottom 20%, and the
“high” scores are in the top 20%. The decision boundary was used to compute an upper-bound for automatic performance.
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ecologically valid setting that meets the stringent standards
used in behavioral science research. In addition, the size of
the corpus makes it appealing for exploring data-driven
BSP methods. Although the data quality is not optimal
for automated processing, repeating the study to attain
higher quality recordings of couples’ interactions would
entail a multi-year effort (for recruiting, subject scheduling,
etc.). Furthermore, while the high variability in the record-
ing conditions are a source of exaggerated noise, data qual-
ity variability may be present even in corpora collected
with high-quality recording equipment, consistent sensor
locations, and controlled acoustic/visual environmental
conditions (e.g., Rozgić et al., 2010). We believe that ana-
lyzing this existing large corpus offers a veritable testbed
for this domain of BSP research.

In this paper, our goal was to provide analysis toward
automatically learning a subset of the 32 codes using fea-
tures derived from the audio signal. The following subsec-
tions explain the various design decisions we made. Section
3.1 describes the subset of codes we analyzed, and Section
3.2 explains the classification set-up for all experiments.
Section 3.3 provides an overview of our methodology: data
pre-processing, acoustic feature extraction, and supervised
learning of the behavioral codes. Sections 4–6 provide
more detailed descriptions of these three components,
respectively.

3.1. Codes of interest

For clarity and to make the results comparable to our
previous work (Black et al., 2010), we chose to only analyze
the following six codes with the highest inter-evaluator
agreement: level of acceptance toward the other spouse
(abbreviated “acc”), level of blame (“bla”), global positive
affect (“pos”), global negative affect (“neg”), level of sad-
ness (“sad”), and use of humor (“hum”). Appendix A pro-
vides the written guidelines for the six codes. It should be
noted that each code measures how much that particular
code occurred, not how much the opposite of the code
occurred. Therefore, it is possible for a spouse to receive
high scores for both global positive affect and global nega-
tive affect.
Table 2 shows how the six codes are correlated, as well
as the correlation between spouses’ ratings and the inter-
evaluator agreement for each of the six codes; Pearson’s
correlation coefficient was the chosen metric for all three
computations. When computing the inter-code and spouse
correlations, we used the mean evaluator scores for each
instance. The agreement statistics were computed as the
correlation between individual evaluator’s scores and the
mean scores of the other evaluators. All six selected codes
had inter-evaluator agreement greater than 0.7; the remain-
ing codes not analyzed in this paper had inter-evaluator
agreement that ranged from 0.4 to 0.7.

We see in Table 2 that the positive codes (acc, pos, hum)
were all positively correlated with each other, the negative

codes (bla, neg, sad) were all positively correlated with each
other, and the positive codes were negatively correlated
with the negative codes; this agrees with intuition. We also
see in Table 2 that the two spouses’ behaviors were posi-
tively correlated for all six codes; this suggests that, on
average, the interacting spouses displayed similar
behaviors.
3.2. Classification task formulation

As described in Section 2, multiple coders rated each ses-
sion (both spouses) for each behavioral code on a scale
from 1 to 9. Thus, there are multiple ways to pose this
learning problem for automatically predicting the behav-
ioral code scores. Since there were disjoint sets of coders
used, we ignored individual evaluator effects and treated
each evaluator in the same manner.

Furthermore, we simplified the code learning problem
by posing it as a binary classification problem, with
equal-sized classes. We only analyzed sessions that had
mean evaluator scores that fell in the top 20% (“high”)
and bottom 20% (“low”) of the code range for both gen-
ders; see Fig. 1. Therefore, our goal was to separate the
extreme couples’ behavior ratings for the six codes. A sim-
ilar data-separating procedure was used in our previous
paper (Black et al., 2010) and in related work (Jurafsky
et al., 2009; Ranganath et al., 2009). This is a good starting



Table 3
Upper-bound for automatic performance, computed as the percentage of
individual coder scores that were within the decision boundary between
the “low” and “high” code score groupings.

Gender acc bla pos neg sad hum AVG

Wife 96.7 99.6 98.5 98.6 93.9 96.5 97.3
Husband 96.7 98.1 97.4 98.0 84.9 97.1 95.4
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point in trying to learn these subtle high-level behavioral
codes.

As shown in Fig. 1, the “low” and “high” mean scores
for the six codes are separable, i.e., the average coder scores
for these extreme sessions do not overlap. However, this
does not mean that individual coder scores were separable
for this artificially created subset of the data. We produced
an “upper-bound” for automatic performance by comput-
ing the level of individual human agreement with these low
and high average score groupings. This was done by com-
puting the percentage of individual evaluator scores (for
the sessions in the top/bottom 20% of the code range) that
fell within a code-specific decision boundary, which was
placed halfway between the maximum “low” code score
and the minimum “high” code score. These decision
boundaries are shown in Fig. 1, and the upper-bounds in
code performance for the wife and husband are listed in
Table 3. We see in this table that all of the upper-bounds
were between 96% and 100%, except for level of sadness,
which dipped as low as 84.9% for the husband; this is
due to the fact that there is less separation between the
extreme code scores (see Fig. 1).
3.3. Classification system overview

See Fig. 2 for a high-level system block diagram, which
depicts the basic components of our methodology. First,
we pre-processed the corpus by: (1) eliminating sessions
that were too noisy, (2) automatically segmenting the ses-
sions into single speaker regions, and (3) eliminating ses-
sions for which we could not attain reliable speaker
segmentation. These pre-processing steps were taken to
Fig. 2. A system block diagram, illustrating the methodology taken in this
classifying extreme instances of a particular code as low/high.
eliminate sessions that were too noisy for the purpose of
acoustic pattern recognition and to facilitate the extraction
of spouse-specific acoustic features.

We estimated each session’s average signal-to-noise
ratio (SNR) and eliminated noisy sessions with an SNR
less than 5 dB. To segment the corpus into single speaker
regions, we used the available word-level transcriptions
with speaker labels and SailAlign (Katsamanis et al.,
2011a), software that implements a recursive speech-text
alignment algorithm. To ensure we had at least a majority
of the speech segmented for both spouses, we ignored all
sessions for which we were unable to segment at least
55% of both the wife’s and husband’s words.

For this paper, we extracted a set of low-level descrip-
tors motivated by related work in both psychology and
engineering, that along with their functionals resulted in
a large set of over 40,000 features. This feature set was used
to learn all six codes; code-specific features were not
extracted. The features were static functionals (e.g., mean)
of low-level descriptors (LLDs, e.g., intensity), computed
over each speaker domain (e.g., wife regions) and at various
temporal granularities (e.g., 0.5 s windows). Therefore, this
feature extraction process mapped frame-level LLDs to
session-level features that represented various acoustic
properties of the spouses/interaction.

We extracted prosodic, spectral, and voice quality
LLDs. The prosodic LLDs included: voice activity detector
(VAD) estimates, speaking rate, fundamental frequency
(f0), and intensity. The spectrum-based LLDs included
Mel-frequency cepstral coefficients (MFCCs) and log
Mel-frequency bands (MFBs), and the voice quality
(V.Q.) LLDs included jitter and shimmer. We normalized
the raw LLD streams by speaker, since our goal was to
train speaker-independent models for each of the behav-
ioral codes.

We trained separate binary classifiers for each code. We
experimented with two popular linear classifiers: support
vector machines (SVM) with linear kernel and logistic
regression (LR), and two types of regularization: l2 and
l1. Regularization was applied to make the estimation of
the feature linear weight coefficients more robust. In the
paper, from pre-processing the data and extracting acoustic features to
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case of l1 regularization, a sparse solution is found, which
facilitated an analysis on the relative importance of the
features.

We used leave-one-couple-out cross-validation to sepa-
rate training and test data; this was done to ensure that
the reported results were representative of practical train-
ing conditions in which data from a couple would typically
not be available. Note that we did not use leave-one-ses-
sion-out cross-validation because some couples had more
than one session in the top/bottom 20% for a particular
code. All classifier parameters were optimized at each
train/test fold using a second stage of 5-fold couple-disjoint
cross-validation on the training data. To evaluate classifier
performance, we pooled all the test class hypotheses and
computed the percentage of correctly classified instances
(“accuracy”). Chance baseline accuracy was 50%, since
we have equal-sized classes.

We trained gender-specific and gender-independent
models and compared performance. The gender-specific
models may generalize better, since it is well-documented
that there are inherent gender differences in how distressed
couples express themselves (Christensen and Heavey,
1990). However, the gender-independent models may ben-
efit from having twice as much training data, since the gen-
der-specific models are only trained on the instances of a
single gender.
4. Data pre-processing

4.1. SNR estimation

Due to the variable acoustic nature of the Couple Ther-
apy corpus, we first set out to estimate the signal-to-noise
ratio (SNR) of each session, so we could disregard sessions
that were too noisy to analyze. For each session’s audio
file, we ran a voice activity detector (VAD) that hypothe-
sized whether each 10 ms interval was speech or non-
speech. This VAD used a novel long-term signal variability
measure, which describes the degree of non-stationarity of
the signal, to robustly discriminate speech from silence and
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Fig. 3. A histogram of the estimated average signal-to-noise ratio (S
background noise (Ghosh et al., 2010). It was specifically
designed as a front-end for automatic speech recognition
(ASR) and was optimized to detect regions of non-speech
longer than 300 ms. We trained the VAD on a 60 s audio
clip from one of the held-out sessions with the missing psy-
chology codes (see Section 2).

We used the VAD output to estimate the average SNR
of each session’s audio file using Eq. (1), where {Ai} 2 S is
the set of amplitudes endpointed within the speech regions
(according to the VAD), and {Ai} R S is the complement
set of amplitudes (deemed to be non-speech by the VAD):

SNRðdBÞ ¼ 10log10

1
ji2Sj
P

i2SA2
i

1
jiRSj
P

iRSA2
i

; ð1Þ

Fig. 3 shows a histogram of the estimated average SNR for
the 569 coded sessions. We heuristically decided to only
analyze sessions with an average SNR greater than 5 dB.
This was done to ensure that the audio features could be
reliably extracted. Of the 569 coded sessions, 415 had an
average SNR greater than the chosen threshold of 5 dB
(72.9%). The other 154 sessions were deemed too noisy
for the present work.
4.2. Speaker segmentation

Since the Couple Therapy corpus consists of dyadic con-
versations, we set out to segment the sessions by speaker.
This would then allow us to model the interaction appro-
priately and extract meaningful features for each spouse.
In many pattern recognition research involving realistic
and complex multi-person interactions, it is common prac-
tice to manually segment the data into speaker turns as a
pre-processing step. This is typically done for a number
of reasons: it ensures that system errors are due to other
design factors (e.g., features, learning algorithm); it circum-
vents the added overhead of implementing automatic seg-
mentation; achieving sufficient performance using
automatic methods may be too challenging due to inherent
data limitations (e.g., far-field sensors, variable acoustic
15 20 25
 (dB)

NR) for each of the 569 coded sessions, computed using Eq. (1).
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Fig. 5. The percentage of words aligned using SailAlign and the
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regions for the 415 sessions with SNR greater than 5 dB.

Fig. 4. Block diagram of the “hybrid” manual/automatic speaker segmentation procedure, implemented using SailAlign. See Section 4.2 and Katsamanis
et al. (2011a) for details.
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Fig. 6. The ordered mean fundamental frequency (f0) estimates for the
wife and husband in each of the 372 coded sessions that met the SNR and
speaker segmentation criteria.
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conditions). However, manually segmenting a corpus of
this size was not practical and is not scalable.

In this paper and in our previous work (Black et al.,
2010), we took a unique “hybrid” manual/automatic
speaker segmentation approach that exploited the available
transcriptions with speaker labels. We implemented a
recursive ASR-based procedure to align the transcription
with the corresponding audio using SailAlign (Katsamanis
et al., 2011a), open-source software we developed as part of
this work. The iterative algorithm was based on the work
by Moreno et al. (1998), with the extension that aligned
portions of the audio were used to adapt the acoustic mod-
els at each iteration.

Fig. 4 is a block diagram of the procedure, showing the
flow from the required inputs to the desired output of
speaker-segmented audio. Generic acoustic models (AM)
and session-specific language models (LM) were used to
run ASR on the audio file, aided by the VAD that split
the MFCC feature vector sequence into 15 s chunks.
Anchor regions were accepted if aligned portions between
the reference transcript (REF) and ASR transcript (HYP)
contained at least three consecutive words. The process
was then iterated between anchor regions, with AM adap-
tation at each iteration. See Katsamanis et al. (2011a) for
full details on the algorithm.

After SailAlign converged, the session was split into wife
and husband speaker-homogeneous regions and unknown
regions in which speech-text alignment could not be
achieved (due to multiple factors, including: noisy audio,
speaker overlap, and transcription errors). Note that
unknown regions that occurred in the middle of a speaker’s
turn could be merged with the neighboring speaker-homo-
geneous regions. Fig. 5 shows that this interpolation-like
procedure allowed us to segment 8.7% more words per ses-
sion, on average, into speaker-homogeneous regions. This
figure also shows that we were still not able to align or seg-
ment a large percentage of the words in the transcription
for some of the 415 sessions that met the 5 dB SNR thresh-
old. For this paper, we ignored the 43 sessions in which we
could not segment at least 55% of both the wife’s and hus-
band’s transcribed words into speaker-homogeneous
regions. This left 372 sessions that met both the SNR
and speaker segmentation criteria; counting only these ses-
sions, an average of 90.7% of the wives’ words and 89.9%
of the husbands’ words were segmented into speaker-
homogeneous regions.

This speaker segmentation procedure provided us
hypotheses on when each spouse was speaking, but since
we did not have access to the ground-truth times for these
speaker turns, we did not have an easy way to evaluate the
speaker segmentation performance. One way would be to
randomly sample speaker-homogeneous regions and man-
ually verify the speaker. Rather than relying on this labori-
ous method, we instead devised a procedure that exploited
the female-male nature of the dyadic interaction partici-
pants in this corpus.



Table 4
f0 statistics for the Couple Therapy (CT) corpus, computed across the 3
speaker regions of the 372 sessions, and compared to the female/male
statistics listed in (Traunmüller and Eriksson, 1994, p.3).

Speaker Mean f0 (Hz) Mean SD of f0 (semitones)

CT corpus Traunmüller CT corpus Traunmüller

Wife 194 211 3.5 3.4
Husband 121 119 4.0 3.4
Unknown 166 – 5.8 –
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The average adult female’s speech has a mean funda-
mental frequency (f0) of about 210 Hz, while for adult
male’s speech, it is about 120 Hz (Traunmüller and Eriks-
son, 1994). We estimated f0 for each session (see Section
5) and computed f0 statistics for the husband and wife
across the speaker-homogeneous regions.

Fig. 6 shows that there is a clear separation between the
mean f0 values of the wives and husbands (73 Hz on aver-
age). In addition, Table 4 shows that the average f0 statis-
tics are similar to the ones reported in (Traunmüller and
Eriksson, 1994, p. 3), computed from hundreds of adult
speakers of European languages. This f0 “sanity check”

implies that the speaker segmentation procedure success-
fully separated the female and male speakers. Importantly,
since f0 is a relatively difficult acoustic cue to track, it also
implies that the data quality of the 372 sessions was ade-
quate to robustly extract speech-related audio cues.

In our previous work, in which we used a speech-text
alignment procedure without acoustic model adaptation
(Black et al., 2010), we were only able to achieve a similar
level of speaker segmentation performance for 293 sessions.
Thus, SailAlign enabled us to use 79 more sessions, a rela-
tive increase of 27.0%. In total, these 372 sessions are 65.4%
of the original 569 coded sessions and total 62.8 hours of
data across 104 unique couples.
2 http://www.haskins.yale.edu/tada_download/index.php.
5. Audio feature extraction

With the 372 sessions segmented by speaker, we are now
able to extract acoustic features that can be used to predict
the six behavioral codes. Spoken cues (e.g., prosody) have
been shown to be relevant indicators of a variety of behav-
iors in the psychology literature (e.g., Juslin and Scherer,
2005; Cowie, 2009), including in those related to marital
interactions (Gottman et al., 1977; Gottman and Krokoff,
1989; Baucom et al., 2009). Affect/emotion are discussed as
critical components to communication and are oftentimes
conveyed vocally.

In our previous paper (Black et al., 2010), we extracted a
number of common prosodic/spectral features that have
been used in a variety of human-centered engineering tasks,
including affect/emotion recognition (Lee and Narayanan,
2005; Grimm et al., 2007; Schuller et al., 2007, 2009a; Lee
et al., 2009; Ranganath et al., 2009; Yildirim et al., 2010).

We examined an expanded set of features in this paper
by taking an overgenerative approach to feature extraction.
This was done for three main reasons: (1) while there is
considerable insight in psychology literature on cues that
are informative in marital discussions, it is difficult to come
up with mappings from these semantic cues to correspond-
ing signal cues, (2) in addition to being informed by psy-
chology, we can also learn from our findings (see Section
7, Fig. 8), and (3) this work represents the first attempt
to automatically learn high-level behavioral codes with
acoustic features for this corpus. Thus, we explored many
common feature types, so a comparison could be made
and improved upon in subsequent studies.

In total, we extracted 40,479 session-level features for
the gender-specific models and 67,465 session-level features
for the gender-independent models. We refer to these as
session-level because they describe some aspect of the
spouses’ behaviors across the entire session. As introduced
in Section 3.3, the session-level features were computed as
static functionals of low-level descriptors at various tempo-
ral granularities over each speaker domain of the session.
Therefore, each session-level feature is described by four
components: (1) LLD, (2) speaker domain, (3) temporal
granularity, and (4) functional. Table 5 lists each of these
components and Sections 5.1–5.4 provide further details.
5.1. Low-level descriptors

In this work, we refer to low-level descriptors (LLDs) as
feature streams that are estimated/extracted at fine tempo-
ral resolutions (e.g., every 10 ms). Table 5 lists each of the
LLDs we selected for this paper, based on our previous
work (Black et al., 2010) and on the 2009 Interspeech Emo-
tion Challenge (Schuller et al., 2009a) and 2010 Interspeech
Paralinguistic Challenge (Schuller et al., 2010).

We computed the mean syllable speaking rate for each
aligned word directly from the automatic word alignment
results with the help of a syllabified pronunciation dictio-
nary, developed for a speech production modeling toolkit.2

Therefore, this speaking rate LLD was at the word-level
and only applicable to words that were aligned with Sail-
Align (see Section 4.2). Another LLD we extracted directly
from the alignment results (when available) were the inter-
turn durations, measured as the time in seconds from the
end of one speaker’s turn to the beginning of the next
speaker’s turn.

We used the VAD speech/non-speech hypotheses to cre-
ate two LLD vectors: one with the durations of all the
speech regions (when the VAD deemed the audio to be
speech for consecutive frames), and another with the dura-
tions of all the non-speech regions.

We next extracted the following LLDs across each
speech region every 10 ms using a 25 ms Hamming window:
fundamental frequency (f0), intensity, 15 Mel-frequency
cepstral coefficients (MFCCs), 8 log Mel-frequency bands
(MFBs), local jitter, jitter-of-jitter (delta jitter), and local

http://www.haskins.yale.edu/tada_download/index.php


Table 5
A list of the four components (with sub-components) that make up the session-level features. The starred (*) functionals are the six “basic” functionals.
The speaker domains marked with a � are only applicable to the gender-independent models.

Component Sub-component

LLD Speaking rate, inter-turn pauses, speech/non-speech (VAD), f0, Intensity, 15 MFCCs, 8 MFBs, jitter, jitter-of-jitter, shimmer
Speaker Rated spouse only, partner of rated spouse only, full session, wife only�, husband only�

Granularity Global, halves, hierarchical (hier.) with window durations: 0.1 s, 0.5 s, 1 s, 5 s, 10 s
Functional Mean*, median*, standard deviation*, 1st percentile*, 99th percentile*, 99th � 1st percentile*, skewness, kurtosis, minimum position,

maximum position, lower quartile, upper quartile, interquartile range, linear approximation slope
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shimmer. f0 and intensity were extracted with Praat
(Boersma, 2001), and the other LLDs were extracted with
openSMILE (Eyben et al., 2010). The following para-
graphs will describe how we computed and normalized
these various LLDs, with specific attention paid to f0 due
to the unique characteristics of the Couple Therapy corpus.

Pitch has been shown to be important in affective speech
production (Juslin and Scherer, 2005) and emotion recog-
nition research (Grimm et al., 2007; Bulut and Narayanan,
2008; Busso et al.,2009a,b; Lee et al., 2009; Yildirim et al.,
2010). f0 can be estimated from audio and is related to
pitch perception. Unfortunately, f0 is relatively difficult to
estimate from speech, since it involves the computation
of periodicity from a non-stationary quasi-periodic signal.
We used Praat’s state-of-the-art autocorrelation function-
based f0 estimator in this research (Boersma, 2001). How-
ever, since this is a time-domain approach, it is still suscep-
tible to many common errors.

One of the major types of errors for autocorrelation-
based f0 estimators is pitch halving/doubling (Murray,
2001; Coy and Barker, 2007; Chen et al., 2004). We
attempted to minimize these f0 errors by exploiting the
speaker segmentation and using region-specific f0 range
heuristics: 100–400 Hz during wife regions, 70–300 Hz dur-
ing husband regions, and 70–400 Hz during unknown
regions. Therefore, we estimated the f0 of each session three
separate times with the three region-specific ranges and
chose the appropriate f0 estimate based on the speaker seg-
mentation results. The resulting f0 signal was then passed
through an algorithm that attempted to fix instances of
pitch halving/doubling by detecting large jumps in the f0

difference vector and halving/doubling the f0 signal toward
the mean f0 value of the speaker.
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Fig. 7. Example of the speaker segmentation and processed f0 signal. In this par
automatically segmented due to overlapped speech (the husband was laughing
The f0 signal was further processed by zeroing it during
regions deemed by the VAD to be non-speech and interpo-
lating across unvoiced regions with duration less than
300 ms (using piecewise-cubic Hermite interpolation). We
did not interpolate across non-speech regions (according
to the VAD) or speaker-change points. Finally, the f0 sig-
nal was median-filtered (with a window of length 5) to
smooth out any spurious noise; see Fig. 7 for an example.

Normalization of the raw LLD streams is important,
since the final session-level features will be used to train
speaker-independent models. We produced two normalized
f0 signals to account for inter-person variations in the mean
pitch. The first normalization method, Eq. (2), subtracts
the mean f0ðlf0

) of the speaker (wife, husband, or
unknown) for each frame. The second method, Eq. (3), per-
forms a similar transformation on a logarithmic scale, since
this may be more perceptually motivated (de Cheveigné
and Kawahara, 2002). The lf0

values were computed
across the whole session using the speaker segmentation
results; unknown speaker regions were treated as coming
from one “unknown speaker.”
�f 0lin
¼ f0 � lf0

; ð2Þ

�f 0log
¼ log2

f0

lf0

 !
: ð3Þ
The computation of intensity for an audio signal is more
straightforward than estimating f0. We normalized the
intensity LLD to account for differences in microphone lev-
els (caused by variable distances from the microphone to
the speakers). Eq. (4) shows how we normalized each
nown:
: "but I do so"

band: <laugh>

Wife:
"I would really"

123 123.5 124
e (s)

ticular example, the middle portion (labeled “Unknown”) was unable to be
while the wife was speaking).



Table 6
A depiction of which speech regions were included in the five speaker
domains, depending on which spouse was being rated.

Rated spouse Speaker domain Speech in domain?

Wife Husband

Wife Rated spouse U

Partner U

Full session U U

Wife only U

Husband only U

Husband Rated spouse U

Partner U

Full session U U

Wife only U

Husband only U
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frame-level intensity value, where the lint values were the
mean intensity of the speaker during speech regions, com-
puted across the whole session:

intn ¼
int

lint

: ð4Þ

We used openSMILE to extract spectral and voice qual-
ity features using the same parameter settings as the 2010
Interspeech Paralinguistic Challenge (Schuller et al.,
2010). Short-term spectral features have been successfully
used widely in speech processing. We extracted the first
15 MFCCs, computed using the standard bank of 26 trian-
gular filters that were evenly centered along the Mel-fre-
quency scale from 20 Hz to 8000 Hz. To account for
environmental and speaker variability, all MFCCs were
normalized by performing cepstral-mean subtraction, using
Eq. (5), where the lMFCC[i] values were the mean MFCC of
the ith coefficient of the speaker, computed across the
whole session:

MFCCn½i� ¼MFCC½i� � lMFCC½i�; i ¼ 0; . . . ; 14: ð5Þ

In addition to these normalized MFCCs, we also filtered
the audio with a coarser bank of only 8 triangular filters
and computed the log energies at the output. These are
the so-called MFB features that are expected to capture
coarser spectral characteristics. The filters were evenly cen-
tered along the Mel-frequency scale from 20 Hz to
6500 Hz.

Finally, we extracted three voice quality LLDs: local jit-
ter, jitter-of-jitter (delta jitter), and local shimmer. Voice
quality attributes have been shown to play a significant role
in communicating emotions (Gobl and Chasaide, 2003),
although most engineering studies have found they are
often less discriminative than the more traditional prosodic
and spectral features (e.g., Schuller et al., 2009b), most
likely because the uncertainty in estimating the voice qual-
ity attributes can overpower the discriminative information
they convey.

All three voice quality LLDs are based on the f0 estimates.
Local jitter quantifies period length variations in f0 and is
computed as the average absolute difference between consec-
utive periods, divided by the average period length of all
periods in the frame. Jitter-of-jitter is computed as the aver-
age absolute difference between consecutive differences
between consecutive periods, divided by the average period
length of all periods in the frame. Local shimmer quantifies
amplitude variations and is computed as the average abso-
lute difference between the interpolated peak amplitudes of
consecutive periods, divided by the average peak amplitude
of all periods in the frame (Eyben et al., 2010).

5.2. Speaker domains

For all the LLDs described in Section 5.1, we extracted
features across three separate speaker domains for the gen-
der-specific models and five speaker domains for the gen-
der-independent models. See Table 6 for a depiction on
which speech regions (wife and/or husband) were included
in the various speaker domains.

For the gender-specific models, the three speaker
domains were: (1) during speaker-homogeneous regions
(according to the speaker segmentation results) where the
spouse being rated was the speaker (i.e., for the wife-spe-
cific models in which the wife was always being rated, the
rated speaker domain consisted of all the wife speech
regions); (2) during speaker-homogeneous regions where
the partner of the spouse being rated was the speaker;
and (3) across the entire session (regardless of speaker).

For the speaker-independent models, we extracted fea-
tures across five speaker domains: (1) during speaker-
homogeneous regions where the spouse being rated was
the speaker (i.e., for the wife instances, the rated speaker
domain consisted of the wife speech regions, whereas for
the husband instances, the rated speaker domain consisted
of the husband speech regions); (2) during speaker-homo-
geneous regions where the partner of the spouse being rated
was the speaker; (3) across the entire session, regardless of
who was speaking or who was being rated; (4) during
speaker-homogeneous regions where the wife was speaking,
regardless of who was being rated; and (5) during speaker-
homogeneous regions where the husband was speaking,
regardless of who was being rated. These final two speaker
domain sets were not included for the gender-specific mod-
els because they would be identical to the rated/partner fea-
ture sets and therefore add no information. For example,
for the wife-specific models (in which the wife was always
being rated for all instances), the “rated” speaker regions
are always the same as the “wife” speaker regions, and
the “partner” speaker regions are always the same as the
“husband” speaker regions; see Table 6.

Extracting features for these various speaker domains
allowed us to model the behaviors of each spouse and the
overall interaction. Modeling individual spouse behavior
is particularly important since each spouse was rated sepa-
rately. However, as shown in Table 2, extracting features
along the entire session may be just as meaningful, since
the two spouse’s coded behavior within a given session is
often positively correlated.
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5.3. Temporal granularities

The temporal granularity component of the session-level
features refers to the time-scale at which we processed the
individual LLDs: (1) global, (2) halves, and (3) hierarchi-
cal. The global temporal granularity looks at the interac-
tion for a particular speaker domain as a whole entity.
Thus, we are viewing each LLD as a representative sample
of data, from which we can extract useful “global” features
about the speaker/interaction. We only extracted global
features in our previous paper (Black et al., 2010).

For the halves granularity, we split each LLD stream
into two halves and computed the difference in functionals
(see Section 5.4) across the two halves. This temporal gran-
ularity attempts to capture gradual changes that may occur
as the discussion progresses.

The hierarchical temporal granularity splits each LLD
stream into disjoint windows of equal duration. Function-
als are then computed across each window, and the session-
level features are then produced by computing functionals
of the functionals; more details are provided in Section 5.4.
The hierarchical temporal granularity was based on the
work by Schuller et al. (2008) and attempts to capture
the variable moment-to-moment changes during the inter-
action. For this research, we tried window durations of
0.1 s, 0.5 s, 1 s, 5 s, and 10 s. Note that we did not compute
hierarchical features for the speaking rate LLD, inter-turn
pause LLD, or the two VAD-derived speech/non-speech
LLDs, since these LLDs occurred at a longer time scale,
which would have resulted in very few samples within each
window.

5.4. Functionals

For each combination of LLD, speaker domain, and
temporal granularity, we produced the final session-level
features by computing a series of static functionals. See
Table 5 for the full list of 14 functionals that we selected.
Note that the 1st percentile, 99th percentile, and 99th � 1st
percentile represent outlier-robust minimum, maximum,
and range statistics, respectively. We chose to use these per-
centiles to account for cases when the functionals were
computed over a long period of time, which is particularly
relevant for the global features.

We only computed functionals of prosodic and spectral
LLDs over speech regions (according to the VAD), and we
disregarded all zero values (unvoiced regions) when com-
puting the f0 and voice quality functionals.

For the computation of the hierarchical session-level
features, we computed the full 14 functionals over each
window. However, to avoid producing an enormous set
of session-level features, we only computed six “basic”

functionals when computing the functionals-of-functionals;
a similar procedure was followed in (Schuller et al., 2008).
These six basic functionals are starred (*) in Table 5. In
addition, since there was only a limited number of aligned
speaker-change points in a session (35.6, on average), we
only extracted the six basic functionals for the inter-turn
pause LLD.

We also extracted a few dynamic features. For the
speech/non-speech (VAD) LLD, we exploited the binary
nature of the signal to extract three more session-level fea-
tures. The first was the probability that a frame was non-
speech. We also computed two features based on first-order
Markov chain statistics: (1) the probability a frame is non-
speech, given that the previous frame was non-speech, and
(2) the probability a frame is non-speech, given that the
previous frame was speech.

6. Prediction of behavioral codes

Given that there were 372 sessions that were deemed
acceptable after pre-processing the corpus (see Section 4)
and we were only analyzing the top/bottom 20% of the ses-
sions for each spouse/code, we selected the top/bottom 70
sessions for our experiments; the number of unique couples
in these 140 selected sessions varied from 68 to 77, depend-
ing on the code and rated spouse. With over 40,000 fea-
tures and only 140 instances for the gender-specific
models and over 67,000 features and only 280 instances
for the gender-independent models, we became concerned
about issues related to dimensionality. However, this type
of underdetermined learning scenario (having many more
features than instances) is commonplace in genomics and
natural language processing problems (Joachims, 1998)
and emotion recognition (Batliner et al., 2011).

In our previous paper (Black et al., 2010), we compared
two classifiers: a support vector machine (SVM) with linear
kernel, and Fisher’s linear discriminant analysis (LDA)
with sequential forward feature selection. In this work,
our initial experiments showed that the LDA did not per-
form as well, most likely due to the high dimensionality
of the feature space and the greedy feature selection
method.

In this paper, we again used linear classifiers since the
dimensionality of the feature space (40,000+) was orders
of magnitude greater than the number of instances (140–
280). We compared four binary linear classifiers: l2-regu-
larized SVM with linear kernel (SVM-l2), l1-regularized
SVM with linear kernel (SVM-l1), l2-regularized logistic
regression (LR-l2), and l1-regularized logistic regression
(LR-l1).

The loss functions of the four classifiers, used to find the
optimal weight coefficients, are written in Eqs. (6)–(9),
where m is the number of training instances, yi 2 { � 1,1}
is the class label (low/high) for instance i, xi 2 Rn is the cor-
responding n-dimensional feature vector, w 2 Rn is the lin-
ear weight vector, kwk1 is the l1-norm of w, and C is a
tuning penalty parameter (C > 0).

While the l2-regularized versions of the classifiers (Eqs. 6
and 8) are more commonly used, the l1-regularized classifi-
ers (Eqs. 7 and 9) are appealing since they find a sparse
solution (some of the weight coefficients will be identically
zero). This may be advantageous for two reasons: (1) there
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are potentially many irrelevant and redundant features due
to the overgenerative nature of the feature extraction pro-
cess (see Section 5), so dimensionality reduction via sparse
solutions may lead to more robust estimates of the weight
coefficients and improved classification, and (2) sparse
solutions are more interpretable and provide a means to
determine the relative importance of the features.
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We used the implementations in LIBLINEAR for all
four classifiers (Fan et al., 2008). Note that the primal
forms of the loss functions are written in Eqs. (6)–(8) for
clarity. In practice, the dual forms were faster to train;
see Fan et al. (2008) for details.

Prior to training the classifiers, we z-normalized all fea-
tures at each cross-validation fold by subtracting the mean
value in the training set and dividing by the standard devi-
ation. This feature scaling was done to ensure that the reg-
ularization would be applied evenly to all features. As
mentioned in Section 3.3, the tuning parameter C was opti-
Table 7
Percentage of correctly classified instances for the wives and husbands, 6 codes
support vector machine (SVM) and logistic regression (LR), with l2 and l1 reg
upper-bound was estimated using individual human evaluator scores (Section 3
gender.

Model Classifier acc bla

Wife is the spouse being rated (140 instances total)

Baseline Chance 50.0 50.0
Gender-specific SVM-l2 75.0 85.0

SVM-l1 75.7 81.4
LR-l2 77.9 84.3
LR-l1 72.9 80.7

Gender-indep. SVM-l2 75.0 82.9
SVM-l1 75.0 80.7
LR-l2 77.9 82.1
LR-l1 76.4 80.7

Up-bound Human 96.7 99.6
Husband is the spouse being rated (140 instances total)

Baseline Chance 50.0 50.0
Gender-specific SVM-l2 78.6 72.9

SVM-l1 67.1 73.6
LR-l2 78.6 72.9
LR-l1 77.1 75.0

Gender-indep. SVM-l2 78.6 75.7
SVM-l1 72.1 80.7

LR-l2 77.1 75.7
LR-l1 75.7 77.9

Up-bound Human 96.7 98.1
mized for each classifier at each train/test cross-validation
fold by using a grid search and choosing the value with
the highest average classification accuracy on the training
set using 5-fold couple-disjoint cross-validation.

For all four classifier implementations, we generated a
class hypothesis ðŷÞ on a test instance by taking the sign
of the inner product between the optimal weight vector
ðŵÞ and the feature vector (x) of the test instance:

ŷ ¼ sgnðŵT xÞ: ð10Þ
7. Results & discussion

Table 7 displays the results for the wife and husband
instances for all six codes, both model types (gender-spe-
cific and gender-independent), and all four classification
methods (SVM-l2, SVM-l1, LR-l2, and LR-l1). These
results are compared to the baseline chance performance
of 50% accuracy and the upper-bound in performance as
computed from the individual human evaluator scores
(Table 3). We see from Table 7 that the classification per-
formance ranged from below chance accuracy (49.3% for
the husband-specific SVM-l1 classifier for sadness) to as
high as 85.7% (for husband’s global negative affect). Per-
formance varied greatly as a function of the various factors
(spouse being rated, model type, classifier, and code). In
this section, we provide statistical analyses to compare
these various factors; Section 8 discusses ongoing and
future work to improve upon the results achieved in this
paper.
, 2 model types (gender-specific and gender-independent), and 4 classifiers:
ularization (Eqs. (6)–(9)). Baseline chance performance was 50%, and an
.2). The bold values signify the highest accuracy for a particular code and

pos neg sad hum AVG

50.0 50.0 50.0 50.0 50.0
74.3 79.3 67.9 67.1 74.8
73.6 75.7 56.4 57.9 70.1
74.3 80.0 66.4 67.1 75.0

77.9 77.9 55.7 59.3 70.7

74.3 78.6 63.6 64.3 73.1
72.9 76.4 52.9 52.1 68.3
75.7 80.0 62.9 65.0 73.9
72.1 77.1 60.0 57.9 70.7
98.5 98.6 93.9 96.5 97.3

50.0 50.0 50.0 50.0 50.0
72.1 84.3 57.9 69.3 72.5
67.9 85.7 49.3 63.6 67.9
72.1 84.3 60.0 71.4 73.2

71.4 85.0 52.9 64.3 71.0

72.9 85.7 60.0 63.6 72.7
69.3 81.4 57.9 56.4 69.6
72.1 85.0 59.3 68.6 73.0
67.9 83.6 57.9 65.0 71.3
97.4 98.0 84.9 97.1 95.4
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We used two statistical tests to determine if the differ-
ences in performance were statistically significant: a one-
sided McNemar’s test for “paired” instances (McNemar,
1947), which occurred when comparing results from the
same code and same rated spouse gender (wife or hus-
band); and a one-sided difference in binomial proportions
test for non-paired instances (Mendenhall and Sincich,
2007), which occurred when comparing different codes or
different rated spouse genders.

All results shown in Table 7 were significantly better
than the chance baseline at the 5% significance level, except
the following: all l1-regularized classifiers for wife’s sadness
and use of humor, all classifiers for husband’s sadness, and
the gender-independent l1-regularized SVM classifier for
husband’s use of humor. All classifiers performed signifi-
cantly worse than the estimated upper-bounds (all
p < 0.001).

In our previous paper (Black et al., 2010), in which we
only used “global” features and analyzed 100 wife and hus-
band instances per code, we achieved an average classifica-
tion accuracy of 70.15% (averaging across the six codes and
both rated spouse genders). In this work, we analyzed 140
wife and husband instances per code, and the average clas-
sification accuracy for the best overall system (gender-spe-
cific LR-l2) was 74.1%, an absolute improvement of 3.95%
and a relative improvement of 5.63%. This difference in
performance is significant (p < 0.01), so this extended
research effort has helped reduce the gap between auto-
matic and human coders for this particular behavioral cod-
ing problem.

We see from Table 7 that for most cases, the gender-spe-
cific models outperformed the gender-independent models,
the l2 classifiers outperformed the l1 classifiers, and logistic
regression outperformed the SVM classifiers. For both the
husband and wife instances, the best overall system with
the highest average code performance was trained in a gen-
der-specific manner with l2-regularized logistic regression.
For the wife instances, this best average code performance
(75.0%) was significantly higher than all four l1 classifiers
(all p < 0.05) but was not significantly higher than the other
three l2 classifiers. For the husband instances, this best
average code performance (73.2%) was only significantly
higher than the gender-specific SVM-l1 classifier (p < 0.01).

Overall, the advantages of using the l1 classifiers (sparse
solutions that are easier to interpret) did not lead to higher
classification performance. One possible explanation for
the relatively poor performance for many of the l1-regular-
ized classifiers may be that the selected features did not
generalize well. Also, the l1 cost functions (Eqs. 7 and 9)
may be more difficult to optimize, with classification per-
formance being more sensitive to the selection of the tuning
parameter (C).

While most of the performance differences between the
logistic regression and SVM classifiers were not significant,
the logistic regression models had higher overall code per-
formance. While SVMs are considered to be a state-of-the-
art binary classifier, logistic regression has the advantage of
being a simpler model to train.

There were few significant differences between the gen-
der-specific and gender-independent models, with the gen-
der-specific models performing better on average for both
the wife and husband instances. One possible explanation
for this difference can be explained in the psychology liter-
ature, which says that women and men express themselves
differently (Christensen and Heavey, 1990); this implies
that gender-specific classifiers are more appropriate. We
can also provide a more data-driven explanation: the
advantage of having twice as much training data for the
gender-independent models was not as important as the
advantage of having features that were gender-matched
(as in the gender-specific models). The gender-independent
models could most likely be improved in the future by nor-
malizing the acoustic features by speaker and gender.

Comparing between codes (for the best performing clas-
sifiers/models only), we found for the wife instances: per-
formance in classifying sadness and humor was
significantly lower than classifying acceptance (both
p < 0.05), blame (both p < 0.001), global positive affect
(both p < 0.05), and global negative affect (both p < 0.01).
For the husband instances, classification performance for
sadness was significantly worse than all other codes (all
p < 0.05). In addition, performance in classifying blame
was significantly higher than humor (p < 0.05), and global
negative affect was significantly higher than global positive
affect and humor (both p < 0.005). The large range in clas-
sification performance may be due in part to the fact that
some codes are inherently more difficult to separate; see
Fig. 1, where small separations between low/high code
scores (e.g., husband’s sadness) implies that the extreme
behaviors are perceptually closer.

There were no significant differences when comparing
the classification performance for the wife instances versus
the husband instances for the 6 codes or the average code
performance (using the best performing classifiers/models).
The higher average code performance for the wife instances
over the husband instances for the gender-specific LR-l2

classifier (1.8% difference) may be partially explained by
the upper-bounds in automatic performance. We see in
Table 3 that the average upper-bound performance for
the wife instances (97.3%) was 1.9% higher than the aver-
age upper-bound performance for the husband instances
(95.4%). This indicates that the human evaluators tended
to agree more often when rating the wive’s behaviors for
the six codes, which suggests that automatically classifying
the husband’s behavior may be more difficult for this sub-
set of data.

To compare the relative importance of the various fea-
tures, we analyzed which features had non-zero weight
coefficients for the l1-regularized logistic regression classifi-
ers at each train/test fold. We refer to these features as the
“selected features.” Table 8 provides details on the number
and fraction of selected features for the various feature



Table 8
For each feature subset (f), we show the total number of features (Nf), the number of selected features (Nf,sel), the fraction of the selected features that were
from a given feature subset (Nf,sel/Nsel), and the probability of a feature being selected for a particular feature subset (Nf,sel/Nf). For clarity, we only
displayed mean results for the l1-regularized logistic regression classifier, averaged across all codes and cross-validations. Results are shown for the wife-
specific (W), husband-specific (H), and gender-independent (I) models. Note that the “wife” and “husband” speaker domain feature subsets were not
included in the gender-specific models (see Section 5.2).

Feature subset (f) Nf Nf,sel Nf,sel/Nsel Nf,sel/Nf

Component Sub-comp. W&H I W H I W H I W H I

(All) (All) 40479 67465 896.8 1051 1322 1.000 1.000 1.000 0.022 0.026 0.020
LLD rate 48 80 2.838 3.218 3.512 0.003 0.003 0.006 0.059 0.067 0.044

VAD/turn 111 185 10.00 9.275 12.79 0.012 0.009 0.018 0.090 0.084 0.069
f0 4032 6720 114.2 116.3 151.0 0.160 0.125 0.165 0.028 0.029 0.023
intn 1344 2240 25.34 29.68 38.13 0.024 0.027 0.021 0.019 0.022 0.017
MFCCn 20160 33600 450.4 543.7 678.4 0.493 0.519 0.496 0.022 0.027 0.020
MFB 10752 17920 192.2 214.5 282.8 0.210 0.192 0.194 0.018 0.020 0.016
V.Q. 4032 6720 101.8 134.5 155.0 0.098 0.124 0.101 0.025 0.033 0.023

Speaker rated 13493 13493 310.0 399.7 303.2 0.351 0.392 0.219 0.023 0.030 0.023
partner 13493 13493 291.4 333.6 273.4 0.315 0.306 0.169 0.022 0.025 0.020
both 13493 13493 295.5 317.9 296.2 0.334 0.302 0.229 0.022 0.024 0.022
wife — 13493 — — 223.8 — — 0.173 — — 0.017
husband — 13493 — — 225.1 — — 0.210 — — 0.017

Granularity global 1419 2365 38.71 41.31 52.68 0.046 0.039 0.056 0.027 0.029 0.022
halves 1260 2100 36.75 43.86 52.75 0.044 0.052 0.047 0.029 0.035 0.025
hier.–all 37800 63000 821.3 966.1 1216 0.910 0.909 0.897 0.022 0.026 0.019
hier.–0.1 s 7560 12600 132.4 164.5 206.7 0.154 0.169 0.162 0.018 0.022 0.016
hier.–0.5 s 7560 12600 147.7 170.2 220.8 0.154 0.152 0.156 0.020 0.023 0.018
hier.–1 s 7560 12600 165.0 197.6 251.1 0.179 0.189 0.188 0.022 0.026 0.020
hier.–5 s 7560 12600 188.4 218.5 271.5 0.215 0.198 0.202 0.025 0.029 0.022
hier.–10 s 7560 12600 187.8 215.2 266.1 0.208 0.201 0.189 0.025 0.029 0.021
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components and sub-components (“subsets”) proposed in
this paper (see Section 5).

In the first row of Table 8, we see that on average,
approximately 1090 features were selected by the LR-l1

classifiers at each train/test fold. This represents about
2.3% of the full feature set, which is a significant reduction
in the dimensionality of the feature space. We also see in
Table 8 that the number of selected features for a given fea-
ture subset was proportional to the dimensionality of the
subset, as demonstrated in the Nf,sel/Nsel columns; for
example, only approximately 0.3% of the selected features
were rate LLD features, whereas approximately 91% of
the selected features were hierarchical temporal granularity
features.

An interesting finding is in the Nf,sel/Nf columns of
Table 8, which show the probability that a feature is
selected for a given feature subset. With the exception of
the rate and VAD/turn LLD subsets (which have a rela-
tively low dimensionality), all proposed feature subsets
had a similar probability (ranging from 0.018-0.035 for
the gender-specific models and 0.016-0.025 for the gen-
der-independent models). This implies that all proposed
feature subsets contain relevant information for learning
the behavioral codes but that this information may be
spread across a larger number of features for the higher
dimensional feature subsets. For the rate and VAD/turn
LLD subsets, the relatively large probability of a feature
being selected may be due to the fact that there is less
redundancy in these low-dimensional feature subsets.
We ran a second set of classification experiments using
single feature subsets, so we could empirically compare their
relative performance in predicting the behavioral codes. For
these experiments, we only trained gender-specific models
using l2-regularized logistic regression. Fig. 8 is a bar plot
of these results, where we also show the performance for
the case when we trained the classifier on all features.

We see in Fig. 8 that all feature subsets performed better
than chance (50%). Also, we achieved the best average code
classification performance with single feature subsets using
the MFCC and f0 LLDs, the rated and both speaker
domains, and the global and hierarchical temporal granu-
larities. This suggests that these features may be the most
relevant for this automatic behavioral coding problem.

Importantly, we attained the highest average code clas-
sification performance when using all features, with one
exception: for the husband instances, we achieved the high-
est accuracy when using only rated speaker domain fea-
tures. This means that for the husband instances, the
partner and both speaker domain features did not help
improve the average code classification performance. This
is not an unreasonable finding since the husband was the
person being rated, and it suggests that the husband’s
speech regions are most informative for predicting the hus-
band’s behavioral code scores. On the other hand, for the
wife instances, we found that the both speaker domain fea-
tures were best, which implies that features derived from
the entire interaction were most informative for classifying
the wife’s behaviors.
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Fig. 8. Average percentage of correctly classified instances across the six codes for the wife and husband (using gender-specific models and l2-regularized
logistic regression) for single feature subsets and compared to the case when we used all the features.

Table 9
Performance in ranking the instances of the middle 60% of the six
behavioral codes for the automatic (auto) system, as compared to inter-
evaluator agreement (eval). Shown here is the mean Spearman’s correla-
tion, with the bold numbers significant at the 5% level.

Rated-system acc bla pos neg sad hum AVG

Wife-auto 0.24 0.21 0.34 0.36 0.35 0.16 0.28

Wife-eval 0.36 0.45 0.28 0.41 0.10 0.40 0.33

Husband-auto 0.12 0.14 0.28 0.22 0.22 0.10 0.18
Husband-eval 0.19 0.38 0.26 0.32 0.03 0.40 0.26
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The previous experiments demonstrated the utility of the
proposed acoustic features and classifiers in discriminating
extreme behaviors (top/bottom 20%) from the spouses.
However, quantifying the less extreme instances that fall
in the middle 60% of the code range is also crucial to auto-
mate a behavioral coding system. To provide insight into
how well we can quantify these middle instances, we per-
formed one final experiment.

We first trained the binary gender-specific l2-regular-
ized logistic regression classifier as before, in a leave-
one-couple-out manner using the top/bottom 20% of the
data. We then applied the trained model to the remaining
60% of the data to attain posterior probability estimates
(i.e., the probability of belonging to the “high” code class
and the “low” code class). Our hypothesis is that
instances with higher evaluator code scores will have
higher “high” code posteriors than instances with lower
evaluator code scores. To test this hypothesis, we com-
puted the Spearman’s rank correlation coefficient between
the “high” code posteriors and the mean evaluator scores.
Spearman’s correlation was the chosen metric because it
compares the relative order of the instances, not the actual
values themselves.
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Fig. 9. Performance in ranking the instances of the middle 60% of the six behav
agreement (eval). Each plot shows the mean and standard deviation in the Sp
To establish how difficult it is for humans to rank these
middle instances, we computed inter-evaluator agreement
for the middle 60% of the code range by randomly sam-
pling individual evaluator’s scores from each instance and
computing the Spearman’s correlation with the mean
scores of the other evaluators. We repeated this random
sampling procedure 10,000 times.

Table 9 and Fig. 9 show the results from this final exper-
iment for all six codes and both spouses. We see from Table
9 that the mean correlations for the automatic system were
all positive, which means the binary classifiers trained on
the extreme instances were able to rank the middle 60%
neg sad hum

 
Wife-eval Husband-eval

ioral codes for the automatic (auto) system, as compared to inter-evaluator
earman’s correlation.
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of the instances better than chance (correlation = 0). The
relatively low correlation values for both the automatic sys-
tem and the evaluators demonstrate the inherent difficulty
in quantifying these more neutral/ambiguous behavioral
displays of the spouses.

The automatic system performed better at ranking the
wife’s middle 60%, as opposed to the husband’s, a trend
also seen with the human evaluators. This implies that
men’s less extreme behavior may have a relatively higher
degree of variability and/or ambiguity, as compared to
women’s.

We also see in Table 9 and Fig. 9 that, on average, the
inter-evaluator correlation was higher than the automatic
performance, which was expected; 11 out of the 14 evalua-
tor correlations listed in Table 9 were significant at the 5%
level, while only 5 out of the 14 automatic correlations were
significant. However, there were cases when the automatic
system ranked the instances better than held-out evaluators
(e.g., sadness). This suggests that the automatic system was
able to model the average evaluator perception, despite a
large degree of individual evaluator variability.

8. Conclusions & future work

In this work, we proposed an engineering methodology
toward automating a manual human behavioral coding
system for marital problem-solving discussions using
acoustic speech features. One of the unique aspects of this
research is that we used interaction data from real couples,
collected as part of a longitudinal psychology study on cou-
ple therapy, and coded with the guidance of expert psychol-
ogists. While automatically predicting the spouses’
behavioral codes is a challenging problem, developing tools
and algorithms that can model complex human behaviors
during realistic interactions is one of the main goals in
behavioral signal processing (BSP).

After eliminating a third of the audio data because of
extreme noise conditions or poor speaker segmentation,
we extracted multiple acoustic low-level descriptors and
computed static functionals at various temporal granulari-
ties to capture global speech properties for both spouses.
The resulting high-dimensional feature set was then used
to automatically classify the top/bottom 20% of the
instances for six selected behavioral codes.

We attained the highest average code classification per-
formance (75% accuracy for the instances when the wife
was being rated and 73% accuracy for the instances when
the husband was being rated) using l2-regularized logistic
regression; these best models were trained in a gender-spe-
cific fashion, with the wife and husband models trained
separately. The best code classification performance for
the wife instances ranged from 67% for humor to 85%
for blame, while the best code classification performance
for the husband instances ranged from 60% for sadness
to 86% for negativity.

As part of this work, we provided analysis about the rel-
ative importance of the various feature subsets we
extracted, based on the gender-specific l1-regularized logis-
tic regression models. We showed that while the higher-
dimensional feature subsets made up a larger portion of
the “selected” features (features with non-zero weight coef-
ficients), the probability that a feature was selected was
similar across all proposed feature subsets. Future work
will further investigate dimensionality reduction and fea-
ture selection techniques (e.g., Batliner et al., 2011) to help
find a lower-dimensional and code-specific feature space
that can discriminate between the low and high behavioral
code scores.

This initial study has led to a number of ongoing
research efforts. In addition to computing static functionals
across various temporal granularities within the session, we
are also experimenting with ways to dynamically model the
interaction. Our related and current work has modeled the
trajectories of prosodic features to quantify acoustic
entrainment effects between the two spouses (Lee et al.,
2010, 2011).

While the methods proposed in this paper focused on
extracting acoustic speech cues, we are also studying the
predictive power of lexical cues. Incorporating lexical fea-
tures may be especially important for codes like “level of
blame,” where the coding manual description in Appendix
A explicitly instructs evaluators to pay attention to specific
language use. We are using both the manual transcriptions
and automatically-generated transcriptions (through auto-
matic speech recognition) to predict the session-level
behavioral codes (Georgiou et al., 2011). Since lexical fea-
tures are potentially complementary to the acoustic fea-
tures used in this paper, we are also experimenting with
methods to fuse these two information sources (Black
et al., 2011; Katsamanis et al., 2011b).

In addition, since certain portions of the ten-minute dis-
cussions may be more relevant than others, we are working
on detecting code-specific salient regions. Concurrent work
has viewed the automatic classification of the behavioral
codes as a multiple instance learning problem. Initial clas-
sification experiments that applied the Diverse Density
Support Vector Machine framework with both transcrip-
tion and acoustic features have been promising and allow
for the estimation of salient regions during the interaction
(Katsamanis et al., 2011b; Gibson et al., 2011).

We are currently in the process of coding a subset of the
Couple Therapy corpus at a finer-grained (continuous)
level. This will enable us to use supervised learning tech-
niques to automatically locate the more relevant temporal
regions of the interaction. We believe that incorporating
saliency detection in an informed manner could allow us
to automatically model the interactions in a fashion that
more closely resembles trained human evaluators.

One area of future work involves the extraction of code-
specific features. One simple way to begin this process
would be to learn from the coding manuals themselves.
For example, the SSIRS states that “sighs” are a relevant
cue for a spouse’s level of sadness (Appendix A). There-
fore, we could train a detector to automatically recognize
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instances of sighs from the audio signal, which could then
act as one informative feature for predicting sadness. In
addition to learning from the coding manuals, we also want
to incorporate greater insight from expert psychologists
into the computational modeling framework for each of
the behavioral codes.

Other future plans include incorporating spouse and
code correlations (see Table 2) in the modeling framework
by jointly predicting the codes, rather than treating each
independently. One possible direction is to use graphical
models (e.g., Bayesian networks) that directly model
inter-code and spouse dependencies. Another option is to
develop a two-stage classification scheme; the first stage
would classify each code independently, and the second
stage would combine the output hypotheses to exploit the
code and spouse correlations.

While we performed one experiment that analyzed the
more “ambiguous” instances that fell in the middle 60%
of the code range, the focus of this paper was on classifying
the extreme instances. Our future work will move away
from this binary classification problem and concentrate
on modeling and predicting all the instances. Toward this
goal, we will experiment with regression techniques (that
treat the code scores in a continuous manner) and ordinal
regression techniques, which treat the code scores in an
ordinal manner (e.g., Rozgić et al., 2011). This future work
will also model and predict individual evaluator code
scores, as opposed to using only the average scores across
all evaluators.

While the availability of transcriptions enabled us to
employ speech-text alignment to segment the corpus by
speaker, we also plan to experiment with fully automatic
ways to pre-process the Couple Therapy corpus. State-of-
the-art automatic speaker diarization algorithms will be
used to segment the audio into speaker-specific regions
(e.g., Tranter and Reynolds, 2006; Han et al., 2008). In
addition, source separation techniques may prove useful
in detecting regions of overlapped speech, which may be
another relevant cue/feature for predicting the behavioral
codes.

We also hope to adopt a more multimodal approach to
predicting the behavioral codes. As seen in Appendix A,
the evaluators are trained to look for a variety of visual
gestural cues (e.g., eye gaze, head orientation, facial expres-
sions such as smiling and scowling, bodily expressions such
as arms crossing). Thus, it is important to sense, model,
and analyze relevant video information if we are to accu-
rately code behavioral data. While the Couple Therapy
corpus may not be ideal for this research due to the low
data quality of the videos (see Section 2), we are in the pro-
cess of collecting multimodal data of dyadic discussions in
a “smart room” outfitted with multiple high-quality audio-
video sensors (Rozgić et al., 2010).

The results of the current study open new avenues for
exploration in couples research as well as new possibilities
for intervention that would not otherwise be possible. For
example, co-author Christensen is a member of a research
effort that is evaluating the efficacy of IBCT delivered via
the web. A primary aim of the project is to make IBCT
broadly available to couples who may otherwise have diffi-
culty or be hesitant about seeking couple therapy. Our goal
is to apply and extend the findings and methods of the cur-
rent study to enable couples receiving IBCT over the web
to get automated feedback about their own behavior by
submitting a recorded sample of behavior over the web.

We are also considering extending the methods and find-
ings of the current study to providing near real-time feed-
back and intervention to couples who engage in moderate
levels of intimate partner aggression. Though conflict is
one of the most well replicated predictors of intimate part-
ner aggression, couples frequently have difficulty recogniz-
ing when they are exhibiting conflict-instigating behaviors
that increase risk for aggression. The methods and findings
of the current study could be used to provide feedback to
aggressive couples using smart phones or other mobile
devices that allow for audio sampling.

We are also working with psychologists on a number of
other BSP application domains: autism, depression, addic-
tion, and post traumatic stress disorder. Collaborating at
an earlier stage in the research has enabled us to develop
hypotheses and design experiments that benefit both psy-
chology and engineering. We hope that these ongoing
and future BSP endeavors will promote synergistic collab-
orations between engineers and psychologists and ulti-
mately push both fields forward.
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Appendix A. Coding manual written guidelines

Below we provide the written guidelines of the six codes
analyzed in this paper, copied from the two coding manu-
als. “Acceptance of other” and “blame” were from the
Couples Interaction Rating System (CIRS, Heavey et al.,
2002), and “global positive,” “global negative,” “sadness,”
and “use of humor” were from the Social Support Interac-
tion Rating System (SSIRS, Jones and Christensen, 1998).

Acceptance of Other. Indicates understanding and
acceptance of partner’s views, feelings, and behaviors.
Listens to partner with an open mind and positive atti-
tude. May paraphrase partner’s statements. Subject
need not agree with the partner’s views, but respects
these views. Anger and criticism imply low acceptance,
but high acceptance (scores of 8,9) goes beyond a lack
of criticism and includes warmth toward partner. Resig-
nation (i.e., settling unenthusiastically for a situation
that you do not believe will change) should not be con-
sidered acceptance.
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Blame. Blames, accuses, or criticizes the partner, uses
critical sarcasm; makes character assassinations such
as, “you’re a real jackass,” “all you do is eat,” or “why
are you such a jerk about it?” Explicit blaming state-
ments (e.g., “you made me do it,” or “you prevent me
from doing it”), in which the spouse is the causal agent
for the problem or the subject’s reactions, warrant a
high score.
Global Positive. An overall rating of the positive affect
the target spouse showed during the interaction. Exam-
ples of positive behavior include overt expressions of
warmth, support, acceptance, affection, positive negoti-
ation, and compromise. Positivity can also be expressed
through facial and bodily expressions, such as smiling
and looking happy, talking easily, looking comfortable
and relaxed, and showing interest in the conversation.
Global Negative. An overall rating of the negative affect
the target spouse shows during the interaction. Exam-
ples of negative behavior include overt expressions of
rejection, defensiveness, blaming, and anger. It can also
include facial and bodily expressions of negativity such
as scowling, crying, crossing arms, turning away from
the spouse, or showing a lack of interest in the conver-
sation. Also factor in degree of negativity based on
severity (e.g., a higher score for contempt than apathy).
Sadness. Expression of sorrow and grief or resignation.
Sadness is most apparent from behavioral cues, such
as tearing or crying, looking down and dejected, sighing,
speaking in a soft or low tone, and holding the head
down. Verbalizations can involve expressing low spirits,
unhappiness, and disappointment.
Use of Humor. Measures the use of positive, non-deri-
sive humor to lighten the mood during the interaction
for both the target and non-target spouse. This can
include jokingly making fun of the self, lightly teasing
the spouse, or making a reference to a mutually shared
joke. This category would not include making a joke
at the expense of the self or spouse, mocking, or being
sarcastic. If the target spouse does not initiate the humor
but reacts positively to the other spouse’s humor, code a
low score.
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